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Abstract

While Test-Time Adaptation (TTA) has shown promise in
addressing distribution shifts between training and test-
ing data, its effectiveness diminishes with heterogeneous
data streams due to uniform target estimation. As previ-
ous attempts merely stabilize model fine-tuning over time to
handle continually changing environments, they fundamen-
tally assume a homogeneous target domain at any moment,
leaving the intrinsic real-world data heterogeneity unre-
solved. This paper delves into TTA under heterogeneous
data streams, moving beyond current model-centric limita-
tions. By revisiting TTA from a data-centric perspective,
we discover that decomposing samples into Fourier space
facilitates an accurate data separation across different fre-
quency levels. Drawing from this insight, we propose a
novel Frequency-based Decentralized Adaptation (FreDA)
framework, which transitions data from globally heteroge-
neous to locally homogeneous in Fourier space and em-
ploys decentralized adaptation to manage diverse distribu-
tion shifts. Interestingly, we devise a novel Fourier-based
augmentation strategy to assist in decentralizing adapta-
tion, which individually enhances sample quality for cap-
turing each type of distribution shifts. Extensive experi-
ments across various settings (corrupted, natural, and med-
ical environments) demonstrate the superiority of our pro-
posed framework over the state-of-the-arts.

1. Introduction

Deep learning models often suffer significant performance
degradation when deployed in environments where the data
distribution differs from that of the training set — a chal-
lenge known as domain shift [7, 20]. Recently, Test-Time
Adaptation (TTA) [2, 17, 26-28, 31, 34, 36] has emerged
as a promising solution by refining model parameters to
better align with the encountered data at inference time.
It leverages the incoming data stream for real-time adjust-
ments without the need for retraining on a labeled dataset,
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Figure 1. Decentralized adaptation overcomes the conflict within
heterogeneous data streams by enabling multiple local model op-
timizations towards a simplified class decision boundary.

enabling swift model adaptation to unpredictable data char-
acteristics during deployment.

Despite their success, the effectiveness of current TTA
models is generally constrained within ideal testing con-
ditions — often involving homogeneous test samples with
similar types of distribution shifts. While attempts have
been made to address dynamic target distributions in con-
tinually changing environments [36], they fundamentally
presume a uniform target domain at any time point. Their
focus remains on enhancing model robustness against regu-
lar changes by stabilizing the fine-tuning process either by
periodically resetting model weights [27, 28] or by down-
weighting samples that deviate from the estimated distri-
bution [17, 26]. Although these model-centric approaches
may offer temporary relief, they do not fully recognize the
intrinsic heterogeneity of real-world data. In practice, dis-
tribution shifts do not necessarily occur gradually over time
but can be multifaceted at a single moment, involving het-
erogeneous and even conflicting shifts that current TTA
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(b) Features produced by adapting
models on multiple types of distri-
bution shift where two classes are
largely overlapped.

(a) Features produced by adapting
models on single type of distribution
shift where two classes are mostly
separated.

(d) High-frequency information of
images from four different centers fa-
cilitates clear and distinct separation
among them.

(c) Features extracted by pretrained
models from different centers are
completely indistinguishable from
one another.

Figure 2. t-SNE visualizations of the Camelyon17 dataset [1], including pathology slide images from five centers (domains), where the
model is pretained on C1 and tested on C2-CS5. (a-b) Features from C4 are presented as an example to illustrate the distinction in model
adaptation when addressing single vs multiple distribution shifts. (c-d) Comparison of features extracted by pretrained models and high-
frequency information from images across four different domains. Sample features are obtained prior to the final classification layer.

models fail to adequately capture.

To address this, it is crucial to understand how these
heterogeneous distribution shifts impact model adaptation.
When a model attempts to adjust simultaneously to multiple
diverse and potentially conflicting shifts, it may encounter
adaptation conflicts. Specifically, adjustments made to ac-
commodate one type of shift can interfere with adapta-
tions for another, as different shifts may require conflicting
changes to the model parameters. For instance, adapting to
variations in image brightness might necessitate parameter
updates that conflict with those needed for texture changes.
Such conflicts prevent models from generalizing effectively
across all encountered shifts, leading to irreversible degra-
dation in predictive capabilities.

Recognizing these issues, we argue for shifting from
a model-centric to a data-centric approach that proac-
tively addresses distribution diversity in Fourier space. The
rationale is that the frequency domain, unlike the com-
mon spatial domain, enables a clearer separation of data
variations across different frequency levels. For example,
high-frequency components are typically associated with
fine-grained features like edges and textures, whereas low-
frequency components generally relate to overall structural
patterns such as shapes and illumination. By decomposing
data into these frequency components, we can effectively
isolate and manage different types of distribution shifts.
Moreover, since the Fourier transform operates directly on
the raw input images at the pixel level, it does not depend
on pretrained model outputs, avoiding potential uncertain-
ties due to significant distribution shifts. Importantly, this
proactive separation allows us to manage distribution diver-
sity prior to adaptation, offering a robust foundation for sub-
sequent model enhancement.

Building on this insight, we propose a Frequency-based

Decentralized Adaptation (FreDA) framework. Specifi-
cally, we first dynamically partition incoming data in the
Fourier domain using high-frequency information. This ini-
tial segmentation facilitates the transition from globally het-
erogeneous to locally homogeneous data subsets before any
model adaptation occurs. On this basis, we propose a de-
centralized learning strategy that allows multiple local mod-
els to independently adjust to their specific data segments
while periodically exchanging knowledge to form a cohe-
sive global model. This dual approach not only captures
the diversity of distribution shifts to reduce potential con-
flicting adaptations but also leverages periodic communi-
cation among local models to enhance the global model’s
generalization across multiple shifts. Furthermore, we in-
troduce a Fourier-based augmentation mechanism paired
with an entropy-based sampling strategy, which signifi-
cantly increases both the quantity and quality of samples for
each type of shift. This enhancement further improves the
model’s robustness and predictive capabilities in dynamic
environments. To summarize, the main contributions of this
work are three-fold:

* We identify that many existing TTA methods are re-
stricted in a model-centric paradigm that overlooks
the data heterogeneity inherent in real-world scenarios.
This oversight results in ineffective adaptation when
facing diverse distribution shifts simultaneously.

* We revisit TTA from a data-centric perspective and
introduce the FreDA framework. It reinterprets princi-
ples from both Fourier space and decentralized learn-
ing, leveraging specialized local adaptations to man-
age heterogeneous distribution shifts at test time.

* We conduct extensive evaluations across corrupted,
natural, and medical scenarios — demonstrating its con-
sistent superiority under various circumstances.



2. Preliminaries

Test-Time Adaptation under Mixed Distributions. Test-
time adaptation (TTA) aims to adjust a model gy (y|z), ini-
tially trained on a source dataset Dy = {(z,y) ~ ps(x,y)},
to a target domain D; = {(x,y) ~ p:(x,y)} without ac-
cess to source data or target labels. Traditionally, TTA han-
dles covariate shift by assuming ps(y|z) = p:(y|z) while
ps(x) # pt(x). This challenge intensifies when D; includes
multiple non-i.i.d sub-distributions p;, (x), complicating the
adaptation process:

’ptN(x)}'

Specifically, we have D; = D;, U Dy, U --- U Dy, where
x € Dy, satisfying x ~ py, (). This scenario requires the
model gy (y|z) to effectively handle the heterogeneous and
evolving target distribution to maintain robust performance.
TTA strategies must therefore refine the model to optimize
its predictive accuracy across these diverse sub-domains,
ensuring consistent and reliable performance amidst signif-
icant distributional variability.
Fourier Transformation. Analyzing the frequency com-
ponents of images is essential for understanding their un-
derlying structures, and Fourier transformation plays a cen-
tral role in this process. For a single-channel image z, its
Fourier transformation F'(z) is given by: F(x)(u,v) =
,Ijz_ol ZZL_Ol z(h,w)eij%(%lﬁ%”) where H and W
denote the height and width of the image, respectively,
and v and v are the frequency coordinates. The inverse
Fourier transformation F~!(z) allows for reconstructing
the original image from its frequency spectrum, efficiently
computed using the Fast Fourier Transform (FFT). In the
frequency domain, images are characterized by amplitude
A(z) and phase P(z) components, derived from the real
R(z) and imaginary I(x) parts of F(z):

A@)(u,v) = /R (x)(u, ) + () (u,v),

P(x)(u,v) = arctan <W> , )

pe(x) = {pe, (%), pe, (), - ...

where A(z) reveals the intensity of the frequency content,
e.g., high-frequency amplitudes highlight edges and fine de-
tails while low-frequency amplitudes emphasize the overall
structure and gradual changes, and P(x) encodes the posi-
tion of these features within the spatial domain.

3. Connections to Previous Studies

3.1. Non-i.i.d. in Test-time Adaptation

The non-i.i.d. problem in Test-Time Adaptation (TTA)
challenges the conventional assumption that target batches
are independent and identically distributed (i.i.d.), pushing
the boundaries of TTA in real-world scenarios. This issue
can be decomposed into two distinct challenges:

Dependent Sampling. This problem arises when the sam-
pling within the target stream is dependent at the class level.
Existing methods [9, 22, 32, 45, 47, 48] have addressed this
by aiming for class-balanced datasets during model updates,
mitigating risks associated with class imbalance over time.
They typically adjust sample proportions based on pseudo
labels or extend data collection periods to reduce dependent
sampling. However, unlike these methods that concentrate
on mitigating class-level imbalances, our work focuses on
enhancing TTA models in the presence of diverse sample
styles or mixed distributions. We address data heterogene-
ity at the sample level, aiming to improve model adaptation
capabilities in face of varying distribution shifts that are not
captured by class balancing techniques. Notably, although
our method is not tailored for class-dependent issues, our
experimental results demonstrate that when class-dependent
and mixed distributions coexist, our approach still achieves
the best performance — showcasing the broad applicability
of our model design.

Mixed Distributions. While attempts have been made to
address dynamic target distributions in continually chang-
ing environments [17, 26, 28, 36, 45], they fundamentally
assume a uniform target domain at each time point. Their
approach focuses on strengthening model adaptation to con-
stant changes by stabilizing the fine-tuning process, using
periodic model parameter resets [27, 28] or down-weighting
samples that deviate from model expectation [17, 26, 28].
These model-centric approaches fail to capture the actual
data heterogeneity encountered in practice, causing model
degradation in real-world deployment. In contrast, our work
re-examines this problem from a data-centric perspective.
We manage heterogeneous data streams by decomposing
samples into the frequency domain, which facilitates an ac-
curate data separation and allows us to address distribu-
tion diversity before adaptation occurs. Although a recent
work [27] also consider mixed distribution scenarios, their
study targets a broader “Dynamic Wild World” topic with-
out delving deeply into this data heterogeneity problem.
Conversely, our study focuses on investigating and manag-
ing heterogeneous data streams in TTA and proposing tai-
lored strategies to address this problem.

3.2. Multi-Target Domain Adaptation

Test-time Adaptation under mixed distribution resembles
the multi-target unsupervised domain adaptation (MT-
UDA) setting [6, 8, 15, 19], where multiple domains exist
within the target domain. However, TTA introduces com-
plexities that far exceed those in conventional MT-UDA set-
tings, primarily due to: 1) Inaccessible Labeled Source Data
— In TTA, the labeled source distribution is not available,
making it challenging to leverage source-target dissimilari-
ties directly. 2) Dynamic and Unpredictable Target Streams
— TTA operates on a continuous influx of data, potentially



incorporating new, unforeseen distributions, rather than a
static, fully observable target dataset. This continuous na-
ture of data flow prevents the establishment of a compre-
hensive understanding of the target distribution. These con-
straints complicates the formulation of adaptation strategies
that depend on discerning the differences between various
subdomains within the targe.

3.3. Decentralized learning, federated learning, and
distributed learning

This work also intersects with decentralized, federated, and
distributed learning due to our approach of splitting data
batches into disjoint subsets and applying decentralized
model adaptation: 1) Decentralized learning typically fo-
cuses on learning from decentralized, non-i.i.d. data [13].
In this work, however, the data is not originally decentral-
ized; all target samples arrive together, while we proactively
split them into disjoint subsets, revealing latent non-i.i.d.
characteristics and enabling the effective use of decentral-
ized learning techniques. 2) Federated learning considers
data privacy and multi-institutional collaborations within
decentralized learning [24]. In our case, as target samples
are mixed in a batch, data privacy is not a constraint. How-
ever, like federated learning, our approach also involves
model collaboration where multiple local models periodi-
cally share insights to form a cohesive global model. 3)
Distributed learning aims to improve training efficiency on
large-scale datasets by partitioning data for synchronized
training [23]. In contrast, our method operates in a real-
time fine-tuning context with limited data at one time, hence
scalability is less of a concern.

3.4. Frequency Domain Learning

In recent years, frequency-based techniques have become
integral to transfer learning strategies. For domain general-
ization, extensive studies apply frequency analysis to gain
insights into the learning behavior and model robustness
of DNNs [35, 40, 41, 44]. Some approaches leverage data
augmentation to improve model performance. They imple-
ment adversarial training to identify the most impactful aug-
mentations [18, 21] or introducing generated Fourier-basis
functions as additive noise [30, 33] complementary to vi-
sual augmentations. In domain adaptation, researchers im-
plement data augmentation processes involving linear in-
terpolation between the amplitude spectra of images with
different styles [38, 39, 42, 43]. This methodology effec-
tively reduces domain discrepancies and mitigates the risk
of over-fitting to low-level statistical details inherent in am-
plitude information.

Motivated by these advancements, we observe that fre-
quency information is a potent domain characteristic. This
realization, combined with the insight that augmentations
to the amplitude component can mitigate overfitting, par-

ticularly due to the uniform amplitude distributions result-
ing from prior clustering, forms the core inspiration for our
FreDA approach. While our proposed frequency-domain
perturbation strategy shares the underlying idea of manipu-
lating the amplitude component with these prior works, we
distinguish ourselves by introducing subtle perturbations di-
rectly to the original amplitude components of carefully se-
lected samples. This strategy is better suited to unsuper-
vised fine-tuning task, where the TTA process is sensitive,
and excessive augmentation may cause model degradation.

4. TTA under Mixed Distribution Shifts: A
Fourier Perspective

4.1. Motivations

Test-Time Adaptation (TTA) methods have been instrumen-
tal in managing domain shifts under a single type of tar-
get distribution. However, their effectiveness significantly
diminishes under scenarios involving multiple distribution
shifts. This is evident as models exhibit a marked decrease
in sample class discriminability on the same dataset when
exposed to mixed target distributions, as demonstrated by
comparing Figure 2(a) and (b). A direct approach to ad-
dressing this issue involves segregating samples belonging
to different target distributions. However, in real-time ap-
plications, the specific target subdomains from which in-
coming samples originate, or whether they conform to the
same distribution shifts, are generally agnostic. Attempting
to cluster samples based on features extracted by the model
can be misleading, as samples from different distributions
may exhibit similarities due to belonging to the same cat-
egory, resulting in poor separability of different target sub-
domains as shown in Figure 2(c). Interestingly, when clus-
tering is based directly on the high-frequency information
of the samples — without relying on model-derived feature
extractors — a significant distinction can be made between
samples from different target distributions, as shown in Fig-
ure 2(d). This observation is not unexpected, considering
high-frequency information typically captures variations in
image textures and styles, focusing more on the underlying
differences in data distributions. Building on the experi-
mental observations and analysis outlined above, the fol-
lowing section proposes leveraging the frequency domain
for enhancing the adaptability of TTA methods in more re-
alistic settings involving mixed distribution shifts.

4.2. Frequency-based Decentralized Adaptation

The previous discussions highlight how heterogeneity
within target distribution can hinder model adaptation. This
raises a natural question: How can we manage this distri-
butional heterogeneity to achieve better adaptation? As
established in our earlier section, effectively distinguishing
samples associated with different distribution shifts is vital



for successful domain adaptation. Moreover, the similarity
in high-frequency information of samples provides a strong
indication of whether they belong to the same or different
target distributions.

Building upon these findings, we tackle the TTA prob-
lem by capitalizing on the high-frequency data components
and propose a novel Frequency-based Decentralized Adap-
tation (FreDA) framework. It employs a data-centric ap-
proach to partition target samples into multiple homoge-
neous subdomains in Fourier space, enabling an accurate
model adaptation. This strategy is complemented by a novel
frequency-based augmentation technique that enriches each
target subdomain with augmented samples, thereby further
bolstering model adaptation. The overall pipeline of FreDA
is detailed in Aglorithm 1.

4.2.1. Frequency-based Decentralized learning

Insight: Fourier transform offers an effective method to
extract different frequency components from images, with
high-frequency information particularly useful for captur-
ing fine-grained details such as texture and noise. These
details often highlight subtle variations among different dis-
tribution shifts. By harnessing high-frequency components
from images, we can distinguish samples that lead to differ-
ent distribution shifts within a TTA setting through a simple
clustering technique.

Solution: Based on this intuitive insight, we propose a
new module called Frequency-based Decentralized Learn-
ing. This module leverages frequency information directly
extracted from the pixel space to systematically partition
data into multiple homogeneous subsets, enabling multi-
ple local models to specialize in capturing each distribution
shift individually (see Figure 1). Concurrently, our method
enhances collaborative learning by allowing periodic pa-
rameter sharing among these local models, thereby boosting
the overall model adaptability to diverse distribution shifts.
Frequency Feature Extraction. We start by extracting
frequency domain features from the input images to iden-
tify distinct distribution shifts. Let X € R®X¢xhxw de.
note a batch of input images, where n is the batch size,
c is the number of channels, h and w are the height and
width of the images. We first apply a Fourier transform
F to each image X, to obtain its frequency domain rep-
resentation F(X;) € CM*wxc  Particularly, we focus
on the amplitude spectrum A(x)(u,v) in Eq. 1, filter-
ing out low-frequency elements using mask M (u,v) =
1 ((u < %\/u> %) \% (v <ZVuv> 37“’)) to emphasize
the high-frequency components G(z)(u,v) that are more
likely to indicate shifts in distribution:

G(z)(u,v) = A(z)(u,v) - M(u,v). (2)

Frequency-Based Clustering. We then employ a cluster-
ing algorithm (e.g., K-means) to partition the frequency fea-
tures into K clusters, each corresponding to a different type

of distribution shift. The process is formalized as:
n
. 2
wip Z; 1Ansi = Czl;, (3)
1=

where Ay ; = vec(G(z)), C € CE*4 Z € {1,...,K}"
denotes the 1D high-frequency component of the ampli-
tude spectrum (the centroids of the clusters and the cluster
assignments for each image), hf refers to high-frequency
components, and d = h X w X c is flattened dimension.
Decentralized Fine-tuning. Test-time fine-tuning is then
decentralized across these clusters, allowing for specialized
adaptation within each subgroup: For each cluster £, we
adapt a specialized model ¢, (y|z) that is fine-tuned using
only the data within that cluster:

b = argmin Eonp, . [£(0,. (2))], @

where p, ;. represents the data distribution within cluster k,
and L is the loss function.

Parameter Aggregation. To integrate knowledge from all
subnetworks and prevent degradation on specific subdo-
mains, we perform an aggregation of their parameters:

i D
9g10bal = Z <|k|9 ’ (5)

K k
k=1 Zj:l |Dj|

where | Dy| denotes the number of samples in cluster k. This
aggregation step combines the parameter updates from each
subnetwork proportionally to its cluster size. The updated
global parameters Ogioba1 are then distributed back to each
subnetwork, updating its parameters as follows:

ek — Hglobal . (6)

4.2.2. Frequency-based Augmentation

Insight: Although decentralized learning effectively han-
dles data heterogeneity within the current batch, it may still
suffer from inadequate characterization of each distribution
shift due to limited batch data, specifically considering the
uniform amplitude distributions resulting from prior cluster-
ing. Typically, TTA methods attempt to enhance the overall
quality of observed target samples via data augmentation.
However, traditional augmentations in TTA, borrowed from
standard computer vision practices such as rotation, clip-
ping, and mixup, albeit beneficial in scenarios with single
distribution shifts, struggle to guarantee targeted fine-tuning
under more complex, mixed distribution shift scenarios.

Solution: To overcome these limitations, we propose a
frequency-based augmentation strategy tailored for TTA
under mixed distribution shifts. Our method specifically
perturbs the amplitude components of each sample in
Fourier space. This targeted approach allows us to augment



Algorithm 1 Framework of Frequency-based Decentralized
Learning and Augmentation

Require: Step ¢, Input X € R™*hXwXc Ppretrained source model
qg, Initialize Feature Repository R <« @, CLUSTER.NUM K,
KMEANS_SIZE N, COMM_NTERVAL f;

1: for: = 1tondo
: Apg,i + vec(G(X;)) > Extract high-freq components (Eq. 1, 2)
3: end for

4 R RU{Anpi)o,

5: R+ RI(IR|—N+1) ]
clustering

6: (Ct,Z) < K-means(R, K,C¢_1)
Z= {Zi}?:1 (Eq. 3)

> Frequency Information Repository
> Keep the last N entries for kmeans

> Obtain Cluster Labels

7: for cluster k € {1,..., K} do

8: Sk S U{X; | Z; =k} > Gather samples for cluster k

9: Sk« Si[(|Sk| —n+1):] > Keep the last batch_size = n
entries

10: S;, < select_samples(Si,) > Select samples (Eq. 7)

11: for each X; € S do

12: X, « augment(X;) > Augment data (Eq. 9)

13: Train(qe, , X, X;) > Train local model (Eq. 4)

14: end for

15: end for

16: Y <« collect_sort({gg, (X)}) > Collect and sort predictions

17: Ift% f==0: > Model Communication with interval f (Eq.5, 6)
. K

18: Ogiobal + D j1 WOk

19: O egloba]

samples comprehensively, enhancing data quality for each
individual shifting case and boosting mode performance
across complex real-world scenarios.

Sample Selection Mechanism. We leverage a criterion
derived from the weighted entropy framework used in
ETA [26] based on two primary conditions:

Cri = 1[(H(y:) < Ho) A (cos(ys, ye-1)| < €)].  (T)

The entropy H (y:) measures the uncertainty in the current
predictions. The cosine similarity cos(y¢,y:—1) denotes
the deviation between the current sample’s class probabil-
ities y; and the aggregated class probabilities y;_1. € is
the threshold for cosine similarity, and Hj is the fixed en-
tropy threshold. This ensures that selected samples exhibit
significant deviations from previous predictions in class dis-
tribution and lower prediction uncertainty.
Frequency-Based Augmentation. The augmentation pro-
cess involves perturbing the amplitude spectrum. Let A(F;)
represent the amplitude spectrum of a selected sample X;.
To generate a perturbed amplitude spectrum A(Fi), we ap-
ply a random Gaussian perturbation:

A(F) = (14 a-A)-A(F,), (8)

where A ~ N(0,0?) is a perturbation matrix sampled
from a Gaussian distribution, and « is a scaling factor.

Then, the augmented sample X is reconstructed via the
inverse Fourier transform to the perturbed amplitude spec-
trum, combined with the original phase spectrum P(F;):

Xi = F (A(F:), P(F))). ©

Loss Function. The training objective combines the en-
tropy loss of the selected samples with a consistency loss
from the augmented samples. The total loss is defined as:

»Clotul - %ZH(yz) +>\ : %Zﬁcon (5’175’1) ’ (10)
i=1 i=1

where the entropy loss H(y;) for the original samples is
given by H(y;) = — chzl Yi,;j logy; ; with y; being the
predicted probability over the C' classes for the sample X,
and the consistency loss Lo, (¥4, ) is defined as the cross-
entropy between the prediction y; of the augmented sam-
ple X; and the pseudo-label y; from the original sample:

~ ~ C ~ ~
Lecon (Yi7 yi) = Zj:l Yij log Yij-
5. Experiments

Datasets and Experimental Settings. To provide a com-
prehensive evaluation of TTA deployment, we test models
over multiple datasets under three different scenarios:

e Common Image Corruptions: We evaluate models
on CIFAR-10-C, CIFAR-100-C, and ImageNet-C [11]
with 10, 100 and 1000 classes, respectively. These
benchmarks are designed to assess the model robust-
ness against various corruptions. Each dataset consists
of 15 distinct corruptions across five severity levels,
resulting in 150,000 at each severity for CIFAR-10-
C/100-C, and 750,000 for ImageNet-C.

e Natural Domain Shifts: We extend our evaluation
to DomainNet126 [29], which presents natural shifts
across four domains (Real, Clipart, Painting, Sketch)
encompassing 126 classes, representing a subset of the
larger DomainNet dataset.

* Medical Application: Models are further evaluated on
Camelyon17 [1], comprising over 450,000 histopatho-
logical patches from lymph node sections for binary
classification of normal and tumor tissue, with data
originating from five distinct healthcare centers.

For corruption datasets, the model is pretrained on the clean
dataset and the 15 corruptions are randomly mixed as the
target distribution. We leverage the highest severity = 5 in
all the experiments. In DomainNet126 and Camelyonl7,
one subdomain is selected as the source, and the others
serve as mixed target distributions. More implementation
details are provided in Appendix A. All reported results are
averaged over runs with fixed seeds (0, 1, and 2).
Adaptation Scenarios. To evaluate models in adapting to
heterogeneous data streams, we focus on two primary dis-
tribution shift scenarios including:



Table 1. Classification error rate () on CIFAR-10-C, CIFAR-100-C, and ImageNet-C (IN-C) respectively under Mixed Distribution.

Baseline & Methods Gauss.  Shot  Impul. Defoc. Glass Motion Zoom  Snow Frost Fog Brig. Contr. Elast. Pixel JPEG Avg.
CIFAR-10-C (WRN-28) 72.3 65.7 72.9 46.9 54.3 34.8 42.0 25.1 413 260 93 46.7 26.6 584 303 435
TBN 45.5 42.8 59.7 342 443 29.8 32.0 19.8 21.1 215 93 27.9 33.1 55.5 30.8 338
TENT (ICLR 21°) 73.5 70.1 81.4 31.6 60.3 29.6 28.5 30.8 353 257 136 442 32.6 70.2 349 441
ETA (ICML 22’) 36.2 333 523 229 38.9 22.4 20.5 19.5 197 204 113 354 26.6 38.8 251 282
AdaContrast (CVPR 227) 36.7 343 48.8 18.2 39.1 21.1 17.7 186 183 168 9.0 174 27.7 44.8 249 262
CoTTA (CVPR 227) 38.7 36.0 56.1 36.0 36.8 323 31.0 19.9 176 272 117 52.6 30.5 35.8 257 325
SAR (ICLR 23%) 45.5 42.7 59.6 34.1 443 29.7 31.9 19.8 21.1 215 93 27.8 33.0 55.4 30.8 338
RoTTA (CVPR 23’) 60.0 55.5 70.0 23.8 44.1 20.7 21.3 20.2 227  16.0 9.4 22.7 27.0 58.6 292 334
RDumb (NeurIPS 23”) 349 323 49.4 233 382 233 20.7 19.9 193 207 112 29.3 267 415 252 277
DeYO (ICLR 24°) 458 423 65.7 21.3 41.8 25.1 19.5 21.1 196 192 123 21.8 28.5 39.3 280  30.1
UnMix-TNS (ICLR 24°) 50.0 444 44.3 344 48.2 32.7 30.0 355 359 475 281 38.7 43.9 40.0 433 398
FreDA (ours) 23.1 22.2 32.2 18.7 41.6 18.8 16.8 17.9 199 169 9.8 13.2 29.1 354 286 229
CIFAR-100-C (ResNeXt-29) 73.0 68.0 394 29.3 54.1 30.8 28.8 395 458 503 295 55.1 37.2 74.7 412 464
TBN 62.7 60.7 43.1 35.5 50.3 35.7 34.4 39.9 515 275 455 423 72.8 46.4 458 458
TENT (ICLR 217) 95.6 95.2 89.2 72.8 82.9 74.4 72.3 78.0 797 847 710 88.5 77.8 96.8 78.7 825
ETA (ICML 22°) 42.6 40.3 34.1 30.3 424 32.0 29.4 356 358 441 302 41.8 36.9 38.9 409 370
AdaContrast (CVPR 22’) 54.5 515 37.6 30.7 45.4 32.1 30.3 36.9 36.5 453 28.0 42.7 38.2 75.4 417 418
CoTTA (CVPR 22’) 54.4 52.7 49.8 36.0 45.8 36.7 33.9 38.9 358 520 304 60.9 402 38.0 4l1.1 43.1
SAR (ICLR 23”) 75.8 72.7 41.1 29.2 452 31.1 28.9 36.7 377 439 293 41.8 37.1 89.2 424 455
RoTTA (CVPR 23’) 65.0 62.3 393 334 50.0 34.2 32.6 36.6 365 450 264 41.6 40.6 89.5 485 454
RDumb (NeurIPS 23) 423 40.0 34.1 30.5 424 31.9 29.5 35.7 359 436 304 419 36.9 38.1 40.5 369
DeYO (ICLR 24°) 57.2 534 38.8 34.7 473 373 34.1 40.8 405 506 333 45.8 41.5 94.5 457 464
UnMix-TNS (ICLR 24°) 65.8 64.1 46.4 375 51.7 36.0 36.4 385 394 511 293 42.8 432 67.8 494  46.6
FreDA (ours) 34.8 34.7 36.6 294 41.2 29.9 28.4 33.8 337 411 2938 34.9 36.9 37.1 387 347
IN-C (ResNet-50-BN) 97.8 97.1 98.2 81.7 89.8 85.2 77.9 83.5 77.1 759 413 94.5 825 79.3 68.6 820
TBN 92.8 91.1 92.5 87.8 90.2 87.2 82.2 82.2 820 798 480 92.5 83.5 75.6 704 825
TENT (ICLR 217) 99.2 98.7 99.0 90.5 95.1 90.5 84.6 86.6 84.0 865 467 98.1 86.1 711 729  86.4
ETA (ICML 22°) 90.7 89.2 90.5 71.0 80.6 74.0 68.9 724 703 646 439 93.4 69.2 52.3 559 729
AdaContrast (CVPR 22”) 96.2 95.5 96.2 93.2 96.4 96.3 90.5 92.7 919 924 508 97.0 96.6 89.7 87.1 90.8
CoTTA (CVPR 22’) 89.1 86.6 88.5 80.9 87.2 81.1 75.8 73.3 752 705  41.6 85.0 78.1 65.6 61.6  76.0
SAR (ICLR 23”) 98.4 97.3 98.0 84.0 87.3 82.6 77.2 77.5 76.1 725 43.1 96.0 783 61.8 604 794
RoTTA (CVPR 23") 89.4 88.6 89.3 834 89.1 86.2 80.0 78.9 769 742 374 89.6 79.5 69.0 59.6  78.1
RDumb (NeurIPS 23’) 89.0 87.6 88.6 78.1 823 75.2 70.1 73.0 71.0 651 439 92.6 707 537 563 731
DeYO (ICLR 24°) 99.5 99.2 99.5 89.5 95.0 83.9 78.8 75.0 878 792 473 99.2 92.4 59.0 60.4  83.0
UnMix-TNS (ICLR 24°) 91.7 92.8 91.7 92.3 93.4 91.5 84.8 86.3 84.1 850 620 96.5 88.6 81.7 77.3 86.7
FreDA (ours) 72.4 74.0 71.4 76.5 823 721 64.1 64.4 64.8 59.1 437 79.7 71.0 54.2 586 672
IN-C (VitBase-LN) 65.8 67.3 65.3 68.8 74.4 64.3 66.6 56.8 452 486 292 81.8 57.1 60.8 502 602
TENT (ICLR 21°) 60.6 60.4 59.6 63.6 67.8 57.1 61.2 55.0 488 474 286 66.7 53.9 50.4 444 550
ETA (ICML 22) 59.3 57.8 57.9 58.8 62.8 525 58.2 51.0 464 442 288 58.3 511 469 419 517
AdaContrast (CVPR 227) 64.8 63.4 63.3 72.8 76.6 73.7 74.6 67.7 48.0 89.6 302 93.2 60.8 57.3 463 655
CoTTA (CVPR 227) 89.4 92.0 88.9 93.6 92.6 90.6 86.5 94.9 882 86.6 758 96.5 85.7 93.5 84.6 893
SAR (ICLR 23’) 589 57.6 57.6 59.4 63.6 53.0 58.5 52.3 471 454 283 61.6 514 474 420 523
ROTTA (CVPR 23’) 64.4 65.6 63.7 67.6 71.3 59.8 64.1 52.7 435 486 279 78.5 54.3 60.4 50.1 58.2
RDumb (NeurIPS 23”) 59.7 58.5 58.5 60.0 64.1 54.0 59.0 52.0 467 445  28.6 61.2 51.9 48.3 426 526
DeYO (ICLR 24°) 60.0 58.6 58.8 58.8 62.4 61.9 50.9 467 519 452 297 55.7 51.6 458 428 521
FreDA (ours) 55.9 53.7 55.0 58.0 579 50.9 57.4 45.5 429 439 295 51.7 47.8 41.6 40.7 488

Table 2. Classification error rate (J) on CIFAR-10-C/100-C
(C10/C100), and ImageNet-C (IN) using ResNet-50-BN and
VitBase-LN under Mixed Distribution & Dependent Sampling.

Methods C10 C100 IN(BN) IN(LN)
Source 43.5 46.5 82.0 60.2
TBN 79.2 92.3 94.2 -
TENT (ICLR 21°) 86.6 98.4 99.5 77.9
ETA (ICML 22°) 86.1 96.2 99.7 73.9
AdaContrast (CVPR 22’) 69.8 73.2 98.5 94.9
CoTTA (CVPR 22°) 82.7 92.8 98.0 92.6
SAR (ICLR 23%) 78.8 95.8 98.2 54.0
ROTTA (CVPR 23”) 64.6 65.3 89.3 74.2
RDumb (NeurIPS 23”) 86.2 98.4 98.1 56.5
DeYO (ICLR 24°) 87.0 98.1 99.1 52.0
UnMix-TNS (ICLR 24°) 41.9 50.1 84.3 -
FreDA (ours) 23.0 34.7 67.2 48.7

* Mixed Domains: A long test sequence where consec-
utive test samples may come from different domains.

* Mixed Domains & Dependent Sampling: Extends the
mixed distribution framework by introducing sequen-
tial, time-correlated data from the same class.

The detailed description of the settings can be found in Ap-
pendix E. Moreover, While our primary focus is on mixed
domains, we have also included the commonly used contin-
ual setting for evaluation in Appendix C.

Baselines. We compare FreDA with 10 models: TBN [25],
TENT [34], CoTTA [36], ETA [26], SAR [27], AdaCon-
trast [2], RoTTA [45], RDumb [28], DeYO [17], and
UnMix-TNS [32]. See more information in Appendix B.
FreDA consistently improves across different distribu-
tion shifts. Our method consistently attains the lowest clas-
sification error rates across all evaluated datasets (see Ta-
ble 1 and 3). Notably, on the Camelyonl17 dataset, FreDA
reduced the error rate to 27.9%, outperforming the next best
method by 5.9%. This significant improvement is partic-
ularly notable where other approaches falter if compared
with no training (TBN), meaning they struggle to adapt to
the complex medical imaging data. By effectively handling
high variability and intricate patterns in the data, FreDA
maintains superior accuracy and adaptability.

FreDA effectively mitigates both covariate and label



Table 3. Classification error rate (J) on DomainNet126 and Camelyon17 under Mixed Distribution.

DomainNet126 Camelyon17
Methods Real Painting Clipart Sketch Avg. C1 C2 C3 C4 C5 Avg.
Source 452 41.6 49.5 453 454 21.6 43.6 52.5 474 47.6 425
TBN 455 39.9 45.9 375 422 26.5 38.5 31.7 394 32.8 33.8
TENT (ICLR 21°) 422 37.8 44.7 375 40.6 44.7 50.5 49.9 49.1 48.6 48.6
ETA (ICML 22°) 41.1 37.3 43.4 364 39.5 474 52.5 47.9 49.9 39.2 474
SAR (ICLR 23”) 432 38.5 44.8 37.0 40.9 26.5 38.5 31.7 394 32.8 33.8
DeYO (ICLR 24°) 40.9 364 43.6 36.9 39.4 50.4 50.3 48.8 51.7 50.5 50.4
FreDA (ours) 40.2 36.1 40.0 33.6 37.5 18.6 24.7 24.8 40.5 30.8 279
Source TENT (ICLR 21) SAR (ICLR 23') FreDA (ours) Table 4. Ablation study Of FreDA.
TBN ETA (ICML 22') DeYO (ICLR 24')
w CIFAR-10-C - CIFAR-100-C . ImageNet-C DT SS SA C10 C100 INGBN) INILN)
80 90 05 44.1 82.5 86.4 55.0
v 24.8 54.2 81.2 95.2
g"° g% g% v 29.6 375 71.0 51.1
£ 60 £ 70 2 g v 39.4 71.7 92.9 59.5
@ o « v v 243 36.3 69.4 49.6
u%’so g oo g e v v 277 362 65.9 50.1
40 50 75 v v 24.4 50.2 71.7 95.3
v v v 229 34.7 67.2 48.8
30 40 70
20
200 64 16 4 1 200 64 16 4 1 64 16 4 1
Batch Size Batch Size Batch Size
ules — Decentralized Training (DT), Sample Selection (SS),
Figure 3. Averaged classification error rate () on CIFAR- and Sample Augmentation (SA). The baseline here lever-

10-C/100-C and ImageNet-C using WRN-28, ResNeXt-29 and
ResNet-50-BN with various batch size under Mixed Domains.

shifts. In environments characterized by simultaneous co-
variate and label shifts, our approach keep showing excep-
tional adaptability (see Table 2). We attribute this success
to FreDA’s ability to separate covariate shifts from label
shifts via decentralized learning. FreDA achieves this by
first isolating target different distribution shifts and then fo-
cus on learning label shifts for each specific distribution.
This sequential approach prevents models from being over-
whelmed by simultaneous shifts, allowing it to address each
type of shift independently and effectively.

FreDA remains stable under various batch size. To sim-
ulate deployment with constrained batch sizes, we evaluate
models under both varying batch sizes and mixed distribu-
tion shifts. In Figure 3, we present the results on CIFAR-
10-C, CIFAR-100-C, and ImageNet-C datasets using batch
sizes ranging from 200 (64) down to 1. Unlike other meth-
ods that significantly degrade as batch size decreases — for
example the error rate of DeYO increases from 27.7% to
89.8% when batch size drops from 200 to 1 on CIFAR-10-
C — FreDA consistently maintains strong performance. This
stability under limited batch sizes demonstrates FreDA’s ro-
bustness, making it highly suitable for real-world applica-
tions where large batches is not always feasible.

FreDA enhances adaptation via synergistic designs. This
section validates our designs by ablating its three key mod-

ages only the entropy loss. From Table 4, we have the fol-
lowing observations: 1) Implementing decentralized train-
ing alone results in substantial improvements, reducing er-
ror rates dramatically across all datasets. 2) The impact
of sample selection varies across datasets. While signifi-
cantly improving performance on CIFAR100-C, it increase
error rate on Camelyon. This variation suggests that sam-
ple selection helps the model focus on more representative
or challenging samples but may not be effective across all
datasets, highlighting its dataset-specific nature. 3) Sample
augmentation alone tends to increase error rates, suggest-
ing that although this approach introduces useful variabil-
ity, it may introduce unexpected noise under the absence of
proper selection or decentralized training. 4) The combined
approach delivers the best performance across all datasets,
showing the synergistic effect of our different designs.

6. Conclusion

This paper advances Test-Time Adaptation (TTA) by tack-
ling the real-world complexities of heterogeneous data
streams. Our decentralized approach precisely manages di-
verse data shifts, improving model adaptation in varied set-
tings. By integrating Fourier-based augmentation, we ex-
pand the range of confident samples for each distribution
shift, further boosting model performance. The experimen-
tal results underscore the efficacy of FreDA, highlighting its
potential to influence the field and guide future research in
adapting to dynamic and diverse data shifts.
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Decentralizing Test-time Adaptation under Heterogeneous Data Streams

Supplementary Material

A. Implementation Details

Pretrained Models. We utilize models from Robust-
Bench [3], including WildResNet-28 [46] for CIFAR-10-
C and ResNeXt-29 [37] for CIFAR-100-C, both pretrained
by Hendrycks et al. [12]. For ImageNet-C, the pretrained
ResNet-50 [10] and VitBase-LN [5] are obtained from
torchvision. For DomainNetl126, pretrained ResNet-
50 are sourced from AdaContrast [2], while for Came-
lyonl7, we train a DenseNet-121 [14] from scratch to 100
epochs with other training specifications outlined in the
Wilds benchmark [16].

Hyperparameter Configuration. The batch size is set to
200, 64, 128 and 32 for CIFAR-10/100-C, ImageNet-C, Do-
mainNet126 and Camelyon17 following the previous meth-
ods. The SGD optimizer is used with learning rates adjusted
to 0.01, 0.0001, 0.001 and 0.00005, respectively. The learn-
ing rate is proportionally decreased in the experiment study-
ing the effect of batch size. The Kmeans Size is 512, Clutser
Number is 4, Communication Interval is 10 across all the
tasks. The perutrbation magnitude « is fixed to 0.1 and
the coefficient A in loss function is fixed to 0.5. The § pa-
rameter controlling the dependent sampling (Dirichlet dis-
tribution) is set to 0.1 for CIFAR10-C and adjusted to 0.01
for CIFAR100-C, ImageNet-C following UnMix-TNS [32].
Two threshold in Eq. 7 is set to the same value for cor-
ruption datasets and DomainNet126 following ETA [26].
While for Camelyon17, the class diversity related threshold
is adjusted to 0.9 empirically.

B. Compared Methods

TBN [25] re-estimates batch normalization statistics from
test data. TENT [34] minimizes prediction entropy to opti-
mize batch normalization. CoTTA [36] addresses long-term
test-time adaptation in changing environments. ETA [26]
and SAR [27] exclude unreliable and redundant samples
during optimization. AdaContrast [2] utilizes contrastive
learning to refine pseudo-labels and improve feature learn-
ing. ROTTA [45] presents a robust batch normalization
scheme with a memory bank for category-balanced es-
timation. RDumb [28] leverages weighted entropy and
periodically resets the model to its pretrained state to
prevent collapse. DeYO [17] quantifies the impact of
object-destructive transformations for sample selection and
weighting. UnMix-TNS [32] introduces a test-time normal-
ization layer for non-i.i.d. environments by decomposing
BN statistics. For fair comparisons, we conduct experi-
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Table 5. Classification error rate (J) on CIFAR-10-C (C10),
CIFAR-100-C (C100), and ImageNet-C (IN) using ResNet-50-BN
& VitBase-LN backbones under Continual Setting, averaged over
15 corruptions.

Methods C10 C100 INBN) IN(LN)
Source 435 465 82.0 60.2
TBN 204 354 68.6 §
TENT (ICLR 21°) 200 622 62.6 545
ETA (ICML 22") 179 322 602 49.8
AdaContrast (CVPR 22°)  18.5 335 65.5 57.0
CoTTA (CVPR 22) 165  32.8 63.1 77.0
SAR (ICLR 23") 204 320 619 51.7
ROTTA (CVPR 23) 193 348 67.3 583
RDumb (NeurIPS 23°) 178 34.1 90.6 50.2
DeYO (ICLR 24") 870  98.1 90.6 94.3
UnMix-TNS (ICLR 24°) 249 327 75.4 -
FreDA (ours) 195 325 60.2 47.9

ments using the open source online TTA repository [4]',
which provides codes and configurations of state-of-the-art
TTA methods.

C. Continual Setting Evaluation

Although our method is specifically designed for mixed do-
main scenarios, we also evaluated its performance under the
conventional continual test-time adaptation setting to assess
its robustness in different contexts. In this setting, the model
adapts online to a sequence of test domains without explicit
knowledge of domain shifts, with only one distribution shift
occurring at a time and not reappearing. Without adjusting
any parameters, our method demonstrated competitive per-
formance compared to current state-of-the-art approaches.
Notably, while UnMix-TNS effectively addresses non-i.i.d.
issues (dependent sampling at the class level), it is less ef-
fective under i.i.d. conditions. Our results suggest that
the proposed FreDA not only excels in its intended mixed
domain scenarios but also generalizes effectively to stan-
dard continual adaptation tasks, providing a robust solution
across various distributional challenges.

D. Parameter Study

In this section, we study the parameter choice of CLUS-
TER_NUM, KMEANS_SIZE and COMM_INTERVAL (re-
fer to Algorithm 1 for detailed definitions). Results are re-
ported in Table 6.

As we adjust the KMEANS_SIZE parameter from 256
to 2048, there is a remarkably consistent performance on
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Table 6. Sensitivity analysis on different datasets.

CLUSTER.NUM 2 4 8 16

CIFAR10-C 23.0 229 232 24.7
CIFAR100-C 34.8 34.7 34.7 35.6
IN-C (BN) 68.6 67.2 67.1 70.5
IN-C (LN) 50.3 48.8 49.9 50.0
KMEANS_SIZE 256 512 1024 2048
CIFAR10-C 23.0 229 23.0 22.9
CIFAR100-C 34.6 34.7 34.8 34.8
IN-C (BN) 69.0 67.2 67.6 67.0
IN-C (LN) 49.0 48.8 48.7 48.8
COMM_INTERVAL 1 10 100 1000
CIFAR10-C 22.6 229 22.6 22.0
CIFAR100-C 34.7 34.7 34.9 43.2
IN-C (BN) 67.1 67.2 67.2 67.4
IN-C (LN) 48.4 48.8 48.8 48.7

different datasets, indicating that our method’s capability to
generalize across various sizes.

The variation in CLUSTER_NUM across our datasets
underscores the nuanced balance required in selecting the
optimal branch number for domain adaptation. Utilizing
just two clusters already yields relatively good results, sug-
gesting that a minimal decentralization can be effective.
However, as the number of clusters increases from 2 to 16,
we observe a decline in performance on CIFAR100-C and
a more pronounced deterioration on ImageNet-C, with the
optimal performance achieved at a CLUSTER_NUM of 4.
This trend underscores the delicate trade-off between model
complexity and the risk of overfitting: employing too large
a cluster size can lead to a model overly tailored to the train-
ing data, impairing its generalization capabilities.

For the sensitivity analysis of COMM_INTERVAL, we
observe that our method is generally robust to changes in
the communication interval across all datasets. However,
the impact of communication frequency varies significantly
among different datasets. For simpler datasets like CI-
FAR10, minimal communication, exemplified by an inter-
val of f = 1000, yields the best results. This could be
attributed to the model’s high accuracy, enabling positive
feedback loops even within isolated branches. Conversely,
for more complex datasets, more frequent communication,
with intervals as low as f = 1, appears beneficial. This fre-
quent updating may help prevent model degradation over
time, especially in scenarios where the data complexity
could lead to significant divergences in learning pathways
among distributed model components.

E. Adaptation Scenarios

Mixed Domains: In this scenario, the model processes a
long sequence of test samples where each sample x; ~
ps, () is independently drawn from a randomly selected
target domain Ds, € {Dy,, Ds,, - .., D, } and a randomly
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selected class ¢; among classes {1,2,...,C}. The se-
quence is represented as:
Dsys Dy, Dsyes
{xl R z, " Ck},
where each target domain index s; € {1,2,..., N} and
class number ¢; € {1,2,...,C?} are independently and ran-

domly selected for each sample z;.

Mixed Domains & Dependent Sampling: This scenario,
extending the mixed distribution framework, introduces
time-correlated sequential data emergence from the same
class, featuring both covariate and label shifts. While the
domain indices s; are independently and randomly selected
for each sample as before, the class labels are correlated
over sequences of variable lengths. Specifically, the sam-
ples tend to come from the same class for a variable num-
ber of consecutive samples before potentially switching to
a different class. The sequence can be represented as:

Dsy, Ch Dsy, »Ca
xq sy T,

Samples from class C'y

. Doy, 41502 Ds,1+12,02
xl1+1 s ...,xl1+l2

Samples from class Cy

Dg Cym
Slytlpg 117 Ds;», O
— — {xlﬁ,_,HMlH R — ...

Samples from class C'ps

where:
e s; € {t1,ta,...,tn} are independently and randomly
selected target domain index.
* [; refers to the size of the j-th data segment in the se-
quence where j = 1,2,... M.
« C; € {1,2,...,C} denotes the class of samples
within the j-th data segment.

F. Dataset Visualization

To further illustrate the characteristics of the datasets used
in our evaluation, we present visualizations of the data dis-
tribution across different corruption types (Fig. 4), natural
domain shifts (Fig. 5), and medical centers (Fig. 6). These
figures highlight the diverse challenges that our models face
in each evaluation scenario, providing insight into the com-
plexity of the test conditions.

G. Limitation and Future Work

While FreDA addresses a critical challenge in handling het-
erogeneous data streams, providing a solid pipeline for this
issue, there are still avenues for further enhancement.

Our current aggregation approach, which averages mod-
els based on cluster counts, has been effective in solving



the problem at hand. However, exploring alternative strate-
gies—such as weighting models by the divergence between
clusters—might lead to incremental improvements. Addi-
tionally, refining the sample selection process from a origi-
nal sample-level focus to a more granular patch-level could
extend FreDA'’s applicability to tasks such as segmentation,
thereby further enhancing its versatility in real-world sce-
narios.
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Figure 4. Examples from ImageNet-C under common image cor-
ruptions. The images showcase a range of corruption types (e.g.,

Gaussian Noise Shot Noise Impulse Noise Defocus Blur Glass Blur

Motion Blur Zoom Blur Snow Frost Fog

#

Brightness Contrast Elastic Pixel JPEG

noise, blur, and weather distortions) at varying severity levels.

Sketch Real

Painting

Clipart

Figure 5. Samples from DomainNet126 across four subdomains
(Real, Sketch, Painting, Clipart). These visualizations reflect the

Butterfly Hospital Mailbox Strawberry

stylistic and perceptual variations inherent in each domain.

Tumor

Center 1 7 Center 2 Center 3 Center 4

Figure 6. Example patches from the Camelyon17 dataset, contain-
ing histopathological images used for tumor detection.
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